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Abstract. The type of metric and weighting method used in meta-analysis can create bias and alter cover-
age of confidence intervals when the estimated effect size and its weight are correlated. Here, we investigate
bias associated with the common metric, Hedges’ d, under conditions common in ecological meta-analyses.
We simulated data from experiments, computed effect sizes and their variances, and performed meta-ana-
lyses applying three weighting schemes (inverse variance, sample size, and unweighted) for varying levels
of effect size, within-study replication, number of studies in the meta-analysis, and among-study variance.
Unweighted analyses, and those using weights based on sample size, were close to unbiased and yielded
coverages close to the nominal level of 0.95. In contrast, the inverse-variance weighting scheme led to bias
and low coverage, especially for meta-analyses based on studies with low replication. This bias arose
because of a correlation between the estimated effect and its weight when using the inverse-variance method.
In many cases, the sample size weighting scheme was most efficient, and, when not, the differences in effi-
ciency among the three methods were relatively minor. Thus, if using Hedges’ d, we recommend using
weights based upon sample size that do not involve individual study estimates of the effect size.
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INTRODUCTION

Meta-analysis allows researchers to make
broad conclusions and evaluate factors that influ-
ence the outcomes of experiments by quantita-
tively synthesizing data from primary studies.
Papers based on meta-analyses are becoming
increasingly prevalent in ecology and often have
a large influence in our discipline (Cadotte et al.
2012, Gurevitch and Koricheva 2013, Lortie 2014,
Gurevitch et al. 2018). Therefore, it is essential to
evaluate the conditions under which established
methods are valid (Whittaker 2010, Lajeunesse

2015). If they are not valid under conditions com-
monly encountered in actual datasets, then it is
important to seek alternative approaches.
In meta-analysis, a quantitative estimate of the

phenomenon being studied (i.e., the effect size) is
extracted from each study. The observed effect
sizes will vary among studies due to systematic
(i.e., fixed) effects, real but unexplained variation
about what is expected given the fixed effects
(called among-study variance, s2), and experimen-
tal error (called within-study variance, vi). In gen-
eral, the within-study variance depends on the
variability among replicates and the sample size
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(number of replicates) for each original study. The
presence of both variances (s2 and vi) results in a
random-effects model. If heterogeneity is assumed
absent (s2 = 0), we have a fixed-effects model. The
random-effects model is recommended in ecology
because of the large amount of heterogeneity
among the studies being synthesized (Gurevitch
and Hedges 1993, 1999, Senior et al. 2016).

To obtain a pooled effect size averaged over all
studies (potentially conditional on covariates),
meta-analyses typically weight each observed
effect size based on the precision of each estimate,
with more precise estimates receiving greater
weights. The most common and often most effi-
cient (reducing the error in the estimation) weight
is the reciprocal of the sum of the within-study
and among-study variances (Hedges and Olkin
1985, Gurevitch et al. 2001, Lajeunesse 2010):

wi ¼ 1
vi þ s2

(1)

where wi is the weight assigned to the effect size
from study i, vi is estimated from the data prior
to analysis (and is unique to each study), and s2

is estimated during the meta-analysis (and is
common to all studies).

There are many ways to define ecological
effects (Osenberg et al. 1997, 1999, Koricheva
et al. 2013). This paper focuses on one of the most
common metrics used in ecology (used in approx-
imately 25–30% of studies: Nakagawa and Santos
2012, Koricheva and Gurevitch 2014), the stan-
dardized mean difference between two treat-
ments (i.e., Hedges’ d: Hedges 1981, 1982, 1983):

di ¼
�Xi;T � �Xi;C

si
Ji (2)

where �Xi;T is the mean of the Treatment, �Xi;C is the
mean of the Control group, si is the pooled stan-

dard deviation, Ji ¼ 1� 3
4ðni;C þ ni;T�2Þ�1

� �
is a cor-

rection for small sample bias (Hedges 1981), and di
is an estimate of di, the true study-specific effect
size (i.e., standardized difference). The within-
study variance of di is usually estimated as follows:

vi ¼ ni;T þ ni;C
ni;Tni;C

þ d2i
2ðni;T þ ni;CÞ (3)

where ni,T and ni,C are the number of replicates for
the Treatment and Control groups (Hedges 1981).

Equation 3 is based on the sampling distribution
of d from Eq. 2, which equals a constant time a
non-central t-distribution (Hedges 1981, 1982). In
this equation, d (as a replacement of d) attempts to
account for the increase in variance of d due to the
increase in magnitude of d (Hedges 1981, 1982).
In some cases, this standard weighting

approach can introduce problems. Because the
estimate of the effect size for study i, di (Eq. 2), is
used to estimate its variance (Eq. 3), any error in
the estimation of the true standardized difference
for a study, di, will be propagated into error in the
estimated variance and thus into the weight given
to the study (Hedges 1982). Due to sampling
error, some studies will provide estimated effect
sizes (di) that are smaller in magnitude (closer to
zero) than di and others will yield estimated
effects that are larger in magnitude than di. As a
result, the weights will be too low for studies that
overestimate the magnitude of the effect but too
high for studies that underestimate the magni-
tude. When the true pooled effect is non-zero,
these errors lead to bias in the estimated pooled
effect size (Hedges 1982, 1983). Similar biases can
also arise in random-effects meta-analysis using
other metrics, such as the proportion of successful
trials (e.g., survival; B€ohning et al. 2002). Because
of this possible bias, Hedges (1982) proposed an
alternative estimator of the within-study variance
(in place of Eq. 3) that avoided using the estimate
di in its calculation (see also Appendix S1):

vi ¼ 1� 3
4ðni;T þ ni;C�2Þ � 1ÞÞ

� �2

� ni;T þ ni;C�2
ni;T �ni;C
ni;T þni;C

ðni;T þ ni;C�4Þ

 ! (4)

Despite long-standing knowledge that Eq. 3 can
lead to bias, and the potential for Eq. 4 to reduce
this bias, Eq. 3 remains the standard approach for
meta-analyses that use Hedges’ d (e.g., Hillebrand
and Gurevitch 2014). Fortunately, for fixed-effects
meta-analysis the bias (using Eq. 3) is generally
small (Hedges 1982, S�anchez-Meca and Mar�ın-
Mart�ınez 1998). Based on this, Hedges (1983)
argued (but without direct evidence) that the bias
would be small in random-effects meta-analyses
unless the among-study variance was large, and
recent simulations found relatively small bias
using Eq. 3 (Van Den Noortgate and Onghena
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2003, Johnson et al. 2013). However, these simula-
tions explored ranges of conditions typical in other
fields (e.g., medical sciences and psychology) that
may not reflect the conditions under which meta-
analyses are conducted in ecology. For example,
both Johnson et al. (2013) and S�anchez-Meca and
Mar�ın-Mart�ınez (1998) used a minimum average
replication of 30, and Van Den Noortgate and
Onghena (2003) used 10, 25, and 50 replicates. Eco-
logical studies often have smaller levels of replica-
tion (e.g., averaging 8–9, but often with as few as
2–4 replicates per treatment: Hillebrand and Gure-
vitch 2014).

Furthermore, heterogeneity in ecological stud-
ies (i.e., the magnitude of variation in the actual
effect sizes among studies) may be much higher
than in other disciplines, such as medicine
(Senior et al. 2016). Importantly, the magnitude
of bias in Hedges’ d increases as among-study
heterogeneity increases (B€ohning et al. 2002).
Unfortunately, the ability to generalize from
B€ohning et al. (2002) to ecological contexts is lim-
ited because they considered effects of hetero-
geneity under just one, relatively high level of
replication (�n = 18), and used the now outdated
Dersimonian-Laird estimator of among-study
variance. Therefore, there is a need to evaluate
the performance of random-effects meta-analyses
using different weighting schemes under a range
of ecologically relevant conditions.

In this paper, we simulated data and con-
ducted meta-analyses using Hedges’ d with three
different methods: (1) analyses using inverse-var-
iance weights (Eq. 3); (2) analyses using the sam-
ple size-based approximation (Eq. 4; Hedges
1982); and (3) unweighted analyses. Our primary
objectives were to (a) determine whether the
inverse-variance method (Eq. 3) leads to substan-
tial bias in situations that are characteristic of
ecological meta-analyses (low replication and
high heterogeneity) and (b) evaluate whether
alternative weighting approaches eliminate or
reduce such bias without a substantial loss of
efficiency. If effective alternatives exist, this
would suggest a way forward for future ecologi-
cal meta-analyses.

METHODS

We compared the performance of the three
weighting schemes when applied to data that

were simulated over an ecologically plausible
range of conditions. In the simulations, we simul-
taneously varied four elements of an ecological
meta-analytic dataset: replicates per study (n),
number of studies in the meta-analysis (k), true
pooled effect size (d), and true among-study vari-
ance (s2). We generated the data for each of the k
studies by drawing ni replicates for each of two
treatments. For each of our simulated experi-
ments, we drew the sample size for each study
from a negative binomial distribution with a spec-
ified mean, �n, and with a fixed level of over-dis-
persion (h = 1.55: Appendix S2), based upon data
in Levin (1992). We set all generated samples sizes
of 1 or 2 to 3. We assumed that the Control (C)
and Treatment (T) groups each had identical
among-replicate variance, r2, equal to 1.0 in all
simulations. We fixed r2 at a single value and var-
ied the among-study variation, s2, as we were
interested in the effect of the relative magnitude
of these two variances. The true means for the
Treatment and Control groups in the ith simu-
lated study (i.e., what the observed mean con-
verges to as ni ? infinite) differed by dr þ gi,
where gi is the random-effect associated with
study i. Thus, C~N(l,r2) and T~N(l + drþ
g;r2), where l is the control mean (=1 in our sim-
ulations), and g�Nð0; s2Þ. We repeated this pro-
cess for k studies to generate each meta-analytic
dataset.
We simulated data over a range of ecologically

relevant conditions defined by a fully crossed
design that varied sample size (assumed equal
for the two treatments within a study: �n = {4, 6,
8, 10, 12, 14, 16, 20, 25}), magnitude of the true
difference between treatments (dr = {0, 0.1, 0.15,
0.25, 0.35, 0.5, 0.6, 0.75, 1, 1.25, 1.5, 2.5}), the
number of studies in the meta-analysis (k = {5,
10, 15, 25, 35, 45, 55, 75, 100, 125}), and the
among-study variance (s2 = {0, 0.1, 0.5, 1, 2.5, 5,
10}). These levels were chosen to represent eco-
logically relevant conditions for a meta-analysis
(See Appendix S2 for rationale). For each combi-
nation of factors, we generated 10,000 replicate
meta-analytic datasets.
Each meta-analytic dataset was analyzed with

one of three approaches: (1) weighting by the tra-
ditional inverse-variance estimator (using Eqs. 1
and 3); (2) weighting by the sample size-based
approximation of Hedges (1982; Eqs. 1 and 4); and
(3) unweighted. We completed all analyses (code
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available in Data S1) using R Statistical Software
(R Core Team 2018, version 3.2.2). To perform the
random-effect meta-analyses using the inverse-
variance or sample size-based weighting, we used
the function “rma” in R’s metafor package (Viecht-
bauer 2010) and estimated the among-study vari-
ance with the restricted maximum likelihood
method. We calculated confidence intervals using
the Knapp-Hartung correction by setting option
knha = TRUE (Viechtbauer 2010); this is particu-
larly important for small k and is analogous to
using a t- vs. Z-distribution to construct confi-
dence intervals. For each unweighted analysis, we
calculated the unweighted mean effect across the
k studies and calculated a confidence interval
using a t-distribution with df = k�1. We used our
own R code for the unweighted analysis rather
than using metafor because, although metafor will
calculate unweighted means, it still uses the
within-study variances to estimate the confidence
interval for the unweighted means.

For each meta-analysis, we recorded the esti-
mated pooled effect size (�d) and the 95% confi-
dence interval, and determined if the confidence
interval contained the true pooled effect size (d).
After running all the meta-analyses for each
parameter combination, we estimated the bias (as
the average difference between the observed and
the true pooled effect size: �d � d), coverage (the
proportion of 10,000 meta-analyses in which the
confidence interval contained the true value: e.g.,
a 95% confidence interval should contain the true
value 95% of the time), and the efficiency (as the
root mean square error). A meta-analysis proce-
dure is more efficient when the error (including
bias) in the estimates it produces is low. For each
set of simulation conditions, we calculated 95%
confidence intervals for the estimated bias using a
Student’s t-distribution and obtained the 95% con-
fidence intervals for the estimated coverage using
Wilson binomial confidence intervals imple-
mented in the R package binom (Dorai-Raj 2014).

RESULTS

We summarize results by reporting effects of
varying �n, k, d, and s2, one at a time, while holding
all other conditions to a plausible value for ecolog-
ical analysis (i.e., d = 1, �n = 8, k = 55, s2 = 1;
Appendix S2). Results using different parameter
combinations are presented in Appendix S3.

Bias, coverage, and efficiency depended on the
type of weighting scheme used. For example,
analyses that were unweighted or based on sam-
ple size weighting never exhibited bias distin-
guishable from zero and yielded coverages that
were close to the nominal level of 95% at all but
the lowest values of k (Fig. 1). In contrast, analy-
ses based on the inverse-variance weights were
often biased and often yielded coverage that was
far below the nominal level. Bias and coverage
associated with the inverse-variance method
depended greatly on the characteristics of the
data upon which the meta-analyses were based.

Effect size
When there was no difference between treat-

ment means (d = 0), the inverse-variance method
exhibited no bias and coverage was close to the
nominal level of 95%. However, as the true effect
size, d, increased, bias increased in magnitude
(Fig. 1A), and coverage decreased (Fig. 1B) far
below the nominal level (0.95). At small effect
sizes (d < 0.8), the inverse-variance weight
yielded the most efficient estimator (Fig. 1C);
however, for larger effect sizes (d > 1.0), bias was
sufficiently large that the inverse-variance
method was no longer most efficient. The sample
size-based estimator was always more efficient
than the unweighted estimator, although these
differences were small (Fig. 1C).

The number of studies
The number of studies in a meta-analysis (k)

had little effect on bias but did affect coverage
and efficiency (Fig. 1D–F). Increasing the num-
ber of studies reduced the size of the confidence
intervals. Thus, in the presence of bias (i.e.,
reduced accuracy), the increased precision (due
to increased k) of the estimated effect led to
reduced coverage (Fig. 1D, E).

Sample size
Performance of the inverse-variance method

also was sensitive to sample size (�n). Bias was
greater, and coverage was lower, when sample
sizes were small because the effect size was less
accurately estimated (Fig. 1G–I), and thus a lar-
ger error in the estimate of the effect was propa-
gated into error in the weights. For example,
when k = 55 and d = 1, decreasing the average
sample size from 25 to 4 increased the magnitude

 ❖ www.esajournals.org 4 September 2018 ❖ Volume 9(9) ❖ Article e02419

HAMMAN ET AL.



Fig. 1. Bias (A, D, G, and J), coverage (B, E, H, and K), and efficiency (C, F, I, and L) for three weighting
schemes (unweighted, sample size, and inverse-variance). Unless varied on the x-axis, 55 studies were included
in the meta-analysis (k = 55), d = 1, r = 1, and �n = 8. Results are given for meta-analyses conducted with
inverse-variance weighting (purple circles), sample size weighting (orange squares), and unweighted meta-ana-
lyses (green triangles). The dashed line in Panels A, D, G, and J indicates a bias of 0; the dashed line in Panel B
indicates 95% coverage. Uncertainty in estimated average bias and coverage is represented with 95% confidence
intervals based on 10,000 simulations. Efficiency is represented as the root mean squared error (RMSE).
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of the bias by 3.8-fold (Fig. 1G). This change in
bias reduced coverage from 94% to 85%.
(Fig. 1H). When average sample size was large
(�n > 20), the inverse-variance weighted estimate
was most efficient, but for smaller sample sizes
(�n < 8), the sample size weighted estimate was
more efficient (Fig. 1I).

Among-study variance
The magnitude of the among-study variance

also affected bias, coverage, and efficiency of the
inverse-variance weighted estimator (Fig. 1J–L):
Bias increased as among-study variance incre-
ased, but coverage also increased (eventually
exceeding 95% at large values of among-study
variance, Fig. 1K). At high levels of among-study
variance, inverse-variance weighting was the
most efficient (Fig. 1L), despite being the most
biased (Fig. 1J).

Interactions
The above summaries ignore interactions

among the parameters (but see Appendix S3).
For example, the effect of the number of studies
(k) depended upon sample size (�n). When �n was
small, bias was large (Fig. 1A) and thus increas-
ing k led to reduced coverage (because greater
precision of a biased estimate led to lower cover-
age). However, when �n was large, bias was negli-
gible and thus increasing k did not have as large
an effect on coverage (e.g. compare Panel I in
Appendix S3: Figs. S1, S3 at low and high �n). In
the worst-case scenarios for bias and coverage,
bias can be as large as �0.4 (16%; Panel G in
Appendix S3: Fig. S9) and coverage can be as
low as 3% (Panel H in Appendix S3: Fig. S3).

DISCUSSION

Meta-analyses based on Hedges’ d are known
to be biased for two reasons: (1) The metric itself
is biased, which is why Hedges (1981) intro-
duced the small sample correction, J, into Eq. 1;
and (2) the choice of a weighting scheme can
introduce additional bias (e.g., Hedges 1982). In
our simulations, the first form of bias was minor
as the unweighted approach yielded approxi-
mately unbiased estimates (Fig. 1). This is
expected because Hedges’ (1981) correction ade-
quately reduces this source of bias. In contrast,
our study demonstrated that, for scenarios

common to ecological meta-analyses, the use of
Hedges’ d in combination with the inverse-var-
iance weighting scheme (Eq. 1 in combination
with Eq. 3) leads to biased estimates of pooled
effect sizes and low coverage of the associated
confidence intervals. The low coverage could
have resulted from the bias alone, or in combina-
tion with inappropriately narrow confidence
intervals. Our analyses (Appendix S3: Fig. S1)
suggest that the effect is largely driven by the
bias. The bias results from the correlation
between the estimated effect sizes and their esti-
mated variances, which stems, in part, from error
in the estimate of the effect that is propagated
into error in the within-study variance and thus
the weight. This problem is worse when sample
sizes of the original studies are low (thus increas-
ing the magnitude of the shared error) and when
the true effect sizes are large (Fig. 1A, G).
Understanding why there is an absence of bias

when d = 0 helps elucidate why the inverse-var-
iance method leads to bias under other condi-
tions. Due to sampling error, the estimated effect
size from a study will deviate from its true effect
size, either because of variation in the sampled
means (the numerator in Eq. 1) or error in the esti-
mate of the sample variance (i.e., the denominator
in Eq. 1). That error gets propagated into the
weights based on the use of the estimate of the
within-study variance, vi, in Eq. 2. Thus, when d
is large, studies that underestimated the true
effect size would be weighted more heavily than
studies that overestimated the true effect size,
leading to bias (Fig. 1A). However, when d = 0,
the errors about d would be symmetrical, elimi-
nating the bias. Importantly, we use meta-analysis
in large part to estimate d under the hypothesis
that it is non-zero; thus, it seems counterproduc-
tive to apply a method that is only unbiased in
the absence of an effect (i.e., when d = 0).
We found substantial bias (e.g., on the order of

10% of the true mean effect) and substantial
under-coverage (often < 90% instead of 95%)
using a random-effects model and data with
characteristics often seen in ecological meta-ana-
lyses. The bias of Hedges’ d has been previously
recognized (Hedges 1982, 1983, S�anchez-Meca
and Mar�ın-Mart�ınez 1998, Van Den Noortgate
and Onghena 2003, S�anchez-Meca and Mar�ın-
Mart�ınez 2008), yet this bias remains largely
unknown in the ecological literature. Hedges
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(1982) first highlighted the problem but con-
cluded that estimation of the overall effect was
quite accurate for a fixed-effects model with a
range of true effects from 0.25 to 1.25 and for sam-
ple sizes ≥10, and Hedges (1983) inferred indi-
rectly that bias would be low in a random-effect
model, unless among-study variance was large.
Of course, ecologists typically apply random-
effects models, synthesize studies with fewer
than 10 replicates per treatment (Hillebrand and
Gurevitch 2014), and conduct meta-analyses
characterized by very large among-study vari-
ance (Senior et al. 2016).

Importantly, although bias arises from effects of
the within-study variance term on the weights, this
effect is produced by sampling error as well as true
study-specific variation in effects (i.e., by the
among-study variance). This arises from the use of
the observed effect (di) in the estimation of the
within-study variance, an issue that was empha-
sized by B€ohning et al. (2002) who argued for
using a single (i.e., common) estimate of the
expected effect size in Eq. 3. Similar logic led
Hedges (1982) to suggest the sample size weighting
expression in Eq. 4, which is based on Eq. 3 but
with d fixed at zero. Importantly, neither Hedges’
nor Bohning et al.’s recommendations have been
embraced in the ecological literature. A downside
to using weights based on Eq. 4 is that they will
understate the within-study variance when average
d is substantially different from zero.

Recognizing that di deviates from the overall
effect (d) due to sampling error (reflected in vi)
and because di deviates from d, due to among-
study variation, helps explain why increasing s2

had little effect on bias (Fig. 1J). On the one hand,
it might seem that high s2 should swamp vi,
essentially leading to an unweighted analysis.
This does not occur because as s2 increases, the
extent to which the vi vary among the studies also
increases. This occurs because di influences vi
through Eq. 3, and increased variation in di leads
to increased variation in di. Only when sample
size is large, will the within-study variance
become uniformly small across all studies, caus-
ing the among-study variance to dominate in the
calculation of weights and eliminate the bias
(increasing n always reduced bias using the
inverse-variance method: Fig. 1G; Appendix S3).
However, weighting by Eq. 3 only avoids bias
when sample sizes are large enough that the

resulting approach is essentially an unweighted
analysis.
Hedges’ d is not the only effect size with a cor-

relation between the estimates of the effect size
and variance. This correlation also exists for the
correlation coefficient, r, another common effect
size metric used in ecological meta-analyses, in
which the variance of r includes an estimate of r.
Many researchers transform r to a Z-statistic for
meta-analysis, often citing methods papers that
recommend this approach (e.g., Rosenberg et al.
2000, Borenstein et al. 2009, Koricheva et al.
2013). However, these papers seldom refer to the
original rationale for this transformation: that is,
to remove the bias caused by the correlation
between r and its variance (Fisher 1921). The esti-
mated variance of Z is a function only of the sam-
ple size. In addition to the possible solutions
proposed by Hedges (1983) and B€ohning et al.
(2002), Van Den Noortgate and Onghena (2003)
suggested using an empirical Bayes estimator of
within-study variance, which reduces, but does
not completely eliminate, the bias. Doncaster and
Spake (2017) recommend an adjusted precision
weight, although in their study case the associ-
ated bias is due to error in estimating vi with
small sample size independent of the correlation
between effect size and variance estimate.
We suspect that other metrics and similar

approaches may suffer from related problems.
For example, Fletcher and Dixon (2011) showed
that weighted regression (and by extension, prob-
ably meta-regression) has lower coverage than
unweighted methods, partly due to problems
with the estimation of weights. We suggest that
future meta-analyses carefully consider whether
weights are correlated with effect size estimates
and, if so, consider using alternative approaches
that avoid this, such as sample size-based appro-
aches (e.g., Hungate et al. 2009) or unweighted
analyses, although unweighted analyses pose
other issues in some cases (e.g., meta-analyses of
absolute values [or magnitudes] will be biased if
unweighted: Morrissey 2016). Further statistical
research is needed to explore weighting alterna-
tives for ecological meta-analyses.
Despite prior concerns about the suitability of

Hedges’ d based on conceptual grounds (Osen-
berg et al. 1997, 1999), it remains one of the most
commonly used measures of effect in ecological
meta-analyses (e.g., Hillebrand and Gurevitch
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2014) and is typically paired with the inverse-
variance weighting scheme (Eq. 1 in combination
with Eq. 3). Given prevalent bias under ecologi-
cally relevant conditions, we recommend that, if
Hedges’ d is used, weights should not be based
on within-study variance estimates from Eq. 3.
Our results further suggest relatively little differ-
ence between unweighted analyses and those
based on sample sizes (Eq. 4) under the condi-
tions of our simulations, both of which per-
formed relatively well. This similarity likely
arose due to small variation in weights (i.e.,
sample sizes), leading to an approximately
unweighted analysis. However, there may be sit-
uations in which sample sizes vary more and
thus weighting based upon sample sizes (Eq. 4)
would produce greater benefits with respect to
efficiency. Alternatively, an average standardized
mean difference could be obtained initially with
a sample size or unweighted approach, and this
average could then be applied to all studies (in
place of di in Eq. 3) which reduces bias but pro-
duces a less efficient estimator (S�anchez-Meca
and Mar�ın-Mart�ınez 1998). An additional benefit
of sample size weights (or an unweighted analy-
sis) over the inverse-variance approach to
weighting is that it does not require estimates of
among-replicate variation, which are often not
reported in the ecological literature (Gurevitch
and Hedges 1999, Lajeunesse and Forbes 2003).
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Appendix S1:  Sample-size based weights 

 

Bias in meta-analyses using Hedges’s d 

Hamman, EA, P Pappalardo, JR Bence, S Peacor, and CW Osenberg. 

Ecosphere 

 

In our analyses we included an approximation for the variance of Hedges’s d (Eq. 4 in main text) 

based on the sample-size estimator proposed by Hedges (1982):  

𝑣𝑖 = (1-
3

4(n𝑖,𝑇+n𝑖,𝐶-2)-1))
)
2

(
𝑛𝑖,𝑇+𝑛𝑖,𝐶−2

𝑛𝑖,𝑇∗𝑛𝑖,𝐶
𝑛𝑖,𝑇+𝑛𝑖,𝐶

(𝑛𝑖,𝑇+𝑛𝑖,𝐶−4)
)  (Eq. S1-1) 

Another equation, proposed by Hedges and Olkin (1985), also uses experimental sample size to 

approximate the variance of d. 

𝑣𝑖 =
𝑛𝑖,𝑇+𝑛𝑖,𝐶

𝑛𝑖,𝑇∗𝑛𝑖,𝐶
       (Eq. S1-2) 

At large sample sizes, weights based on these two approaches are very similar.  However, for 

small sample sizes Eq. S1-1 (Eq. 4 in main text), better approximates the variance of d.  In 

addition, use of Eq. S1-2 yields weights that are less variable among studies with different 

sample sizes, so the effect of using Eq. S1-2 should yield results that are intermediate to those 

obtained using Eq. S1-1 or using an unweighted approach.  Because our simulations 

demonstrated very little difference between unweighted analyses and those based on Eq. S1-1, 

we conclude that results based on Eq. S1-2 would have deviated little from the results we report 

in the main text based on Eq. S1-1. 

 



 

Figure S1-1:  Variance estimates of Hedges’s d using Eq. A1 (green dots, and estimate used in 

sample-size weight in simulations), Eq. S1-2 (pink dots).  When the true standardized difference 

is 0 and it is estimated accurately (small dashes), there is no difference between the estimated 

variance using Eq. S1-1 and Eq. 3 (in the main text).  However, when the true d is non-zero and 

is estimated accurately (long dashes), both sample-size based formulae for the variance result in 

underestimates of the variance of d, although Eq. S1-1 is more accurate.  
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Appendix S2:  Justification for Parameter Estimates 
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For the results in Figure 1, we aimed to represent characteristics of ecological meta-analyses that 

would allow us to explore the bias present in Hedges’ d under conditions typical of ecological 

meta-analyses. Below we detail for each variable how we chose the parameter range likely to 

represent an ecological meta-analysis, and justify the value for each parameter that we used to 

explore effects of variation in the other parameters. 

Mean experimental sample size (𝑛̅) 

In our simulations, we used 𝑛̅ = {4, 6, 8, 10, 12, 14, 16, 20, 25}, and focused on the results based 

on  𝑛̅ = 8.  In an extensive survey of ecological meta-analyses, Hillebrand and Gurevitch (2014: 

in their Figure 1C) report that both field and lab studies had an approximate median of 8 

replicates, with a range from 1-40 (although most studies fell in the range of 5-10).  To 

characterize the distribution of 𝑛𝑖s (around a given 𝑛̅) we fit a negative binomial distribution to 

Figure 14 of Levin 1992, which yielded a dispersion parameter of θ=1.55; we used this estimate 

in our simulations to obtain the variation in sample sizes among studies in a meta-analysis. 

Number of studies included in a meta-analysis (k) 

In our simulations, we used k = {5, 10, 15, 25, 35, 45, 55, 75, 100, 125}, and focused on the 

results based on k = 55, which is similar to the range used in Sanchez-Meca and Marin-

Martinez’s (2008) simulations (i.e., they used 5-100).  We used k=55 studies as our reference for 

the main figure because it was closest to the midpoint of these ranges.  Unpublished data by P. 

Pappalardo found this range was common for ecological meta-analyses, although the distribution 

of ecological studies was skewed towards smaller numbers of studies.   

Effect size (δ) 

In our simulations, we used δσ = {0, 0.1, 0.15, 0.25, 0.35, 0.5, 0.6, 0.75, 1, 1.25, 1.5, 2.5}, and 

because we assumed 𝜎2=1.0, this range of absolute differences is the same as the range of 

standardized differences.  We focused on the results based on δσ = δ = 1.   Moller and Jennions 

(2002) surveyed ecological, evolutionary, and physiological meta-analyses and found that d 

ranged from 0.22 to 1.70, with disciplinary averages ranging from 0.5 to 0.84.  Hillebrand and 

Gurevitch (2014) surveyed 865 experiments on grazers and found |d| ranged from 0 to 12, with 

most studies having |d|<3.  Thus, our simulations occurred over an ecologically relevant range of 

effect sizes and used a representative value of 1.   

Among-study variation (τ2) 

In our simulations, we used τ2 = {0, 0.1, 0.5, 1, 2.5, 5, 10}, and focused on the results based on 

τ2=1.  To choose among-study variation that was relevant to ecological studies, we relied on the 

review by Senior et al. (2010), who summarized estimates of I2 in ecological and evolutionary 



meta-analyses.  I2 represents the proportion of total variance due to variation among studies (i.e., 

the proportion of the variation in d’s that cannot be attributed to sampling error). They found a 

wide range of I2 (from 0 to 100%), with a mean of 85%.  Our values for τ2 (with 𝜎2=1), reflect 

this range.  
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Figure S3-1: Bias, coverage and RMSE for simulations where among-study variance, τ2=0, and 
the number of studies in the meta-analysis, k=10.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5. Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE). 



 

Figure S3-2: Bias, coverage and RMSE for simulations where among-study variance, τ2=0, and 
the number of studies in the meta-analysis, k=55.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and where G-I δ=2.5. Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE). 



 

Figure S3-3: Bias, coverage and RMSE for simulations where among-study variance, τ2=1, and 
the number of studies in the meta-analysis, k=125.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5.  Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE). 



 

Figure S3-4: Bias, coverage and RMSE for simulations where among-study variance, τ2=1, and 
the number of studies in the meta-analysis, k=10.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5. Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE). 



 

Figure S3-5: Bias, coverage and RMSE for simulations where among-study variance, τ2=1, and 
the number of studies in the meta-analysis, k=55.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5.  Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE).  



 

Figure S3-6: Bias, coverage and RMSE for simulations where among-study variance, τ2=1, and 
the number of studies in the meta-analysis, k=125.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5. Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE).  



 

Figure S3-7: Bias, coverage and RMSE for simulations where among-study variance, τ2=5, and 
the number of studies in the meta-analysis, k=10.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5. Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE). 



 

Figure S3-8: Bias, coverage and RMSE for simulations where among-study variance, τ2=5, and 
the number of studies in the meta-analysis, k=55.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5.  Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE).  



 

Figure S3-9: Bias, coverage and RMSE for simulations where among-study variance, τ2=5, and 
the number of studies in the meta-analysis, k=125.   Panels A-C represent simulations where 
δ=0.1, D-F simulations where δ=1, and G-I where δ=2.5.  Purple circles represent meta-analyses 
conducted with inverse-variance weighting, orange squares sample size weighting, and green 
triangles unweighted meta-analyses. The dashed lines in Panels A, D, and indicate a bias of 0; 
the dashed lines in Panels B, E, and H indicate 95% coverage.  Variability in bias and coverage 
is represented with 95% confidence intervals based on 10,000 simulations. Efficiency is 
represented as the root mean squared error (RMSE). 
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